
Research Article
China Crude Oil Futures Volatility Forecasting Using LSTM
Model with Optimal Noise Decomposition

Wei Jiang,1 Wanqing Tang,2 Huizhi Liu,3 Yilin Zhou,4 and Xiao Liu 4

1School of Economics, Hangzhou Normal University, Hangzhou, China
2Business School, Hohai University, Nanjing, China
3Hangzhou Metro Operation Limited Company, Hangzhou, China
4Shanghai Institute of Tourism, Shanghai Normal University, Shanghai, China

Correspondence should be addressed to Xiao Liu; cslx2160@shnu.edu.cn

Received 18 January 2024; Revised 8 July 2024; Accepted 7 August 2024

Academic Editor: Rigoberto Medina

Copyright © 2024 Wei Jiang et al. Tis is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Te long short-term memory (LSTM) recurrent neural network algorithm in deep learning has demonstrated signifcant
superiority in predicting the realized volatility (RV) of crude oil prices. However, there is no robust and consistent
conclusion regarding the handling of microstructural noise from high-frequency data during the prediction process.
Terefore, this study utilizes six commonly used data decomposition methods, as documented in the literature, to address
the issue of noise handling and decompose the RV series of Chinese crude oil futures. Subsequently, LSTM is integrated
with the decomposed data to model and forecast RV. Te empirical fndings provide compelling evidence that the LSTM
model based on neural networks outperforms traditional econometric models in out-of-sample forecasting. Furthermore,
the LSTM model with data noise decomposition consistently exhibits superior out-of-sample prediction performance
compared to the model without noise decomposition. Among the various data noise decomposition models examined,
this study highlights the signifcant out-of-sample predictive power of variational mode decomposition (VMD),
a nonrecursive signal decomposition method, that outperforms other methods. In the scenario of predicting one step
ahead, the VMD-LSTM model demonstrates MAE, MSE, and HMAE values of 7.5 × 10 − 2, 1.10 × 10 − 4, and 0.423,
respectively.

1. Introduction

Predicting the volatility of fnancial assets is an important part of
risk management, derivative pricing, and portfolio investment.
With the growing infuence of China’s crude oil futures market
on a global scale, much literature has begun to focus on research
into the volatility of Chinese crude oil futures (see [1–5]).

As storing and processing fnancial high-frequency data
gets easier, intraday high-frequency data methods are
replacing low-frequency data methods for predicting and
estimating volatility. Numerous studies show that com-
bining high-frequency data is better at predicting crude oil

volatility and uncovering its mechanism than low-frequency
data methods (see [6–9]).

Furthermore, the utilization of deep learning models has
gained prominence due to their enhanced feature extraction
capabilities and reduced constraints when compared to
traditional econometric models [10]. Specifcally, the LSTM
model proposed by Graves et al. [11], which includes the
CTC training criterion, has a better ability to handle time
series data with long memory compared to the general RNN
model. However, there is an ongoing debate about whether
the LSTM model is best for predicting volatility calculated
from high-frequency fnancial asset returns, which can be
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afected by microstructural noise [12]. In pursuit of bol-
stering the predictive precision of LSTMmodels for crude oil
futures, current research has predominantly centered on
refning LSTM hyperparameter selection. For example,
Jovanovic et al. [13] employed an enhanced seagull opti-
mization algorithm (ISOA) to pinpoint optimal LSTM
hyperparameters for forecasting crude oil prices. Further-
more, Jovanovic et al. [14] adapted the salp swarm algorithm
to hone in on parameters conducive to the long short-term
memorymodel, to enhance the performance and accuracy of
WTI crude oil price prediction. Additionally, Jovanovic et al.
[15] harnessed an improved Harris Hawks optimization
(HHO) algorithm to identify optimal hyperparameters and
leveraged the variational mode decomposition (VMD)
method to grapple with the intricacies of crude oil time series
price data, thereby amplifying the overarching accuracy of
crude oil price forecasting. Moreover, previous research
suggests that using decomposition to separate noise from the
original series can improve predictive accuracy (see [16–19]).
Terefore, choosing a suitable decomposition method is
crucial in improving the predictive accuracy of the
LSTM model.

While previous studies have leveraged data de-
composition techniques to enhance time series forecasting
accuracy, few have delved into identifying the most efective
decomposition method to utilize when employing LSTM
models for RV prediction.Tus, the primary objective of this
paper is to identify the optimal data decomposition model
that enhances the predictive accuracy of LSTM models in
forecasting RV in the Chinese crude oil futures market. In
this context, the aim is to bridge the existing research gap
and justify the necessity of the approach.

In summary, the key contributions of this paper include
(1) identifcation of the optimal data decomposition model
to enhance the predictive accuracy of LSTM models for
forecasting RV in the Chinese crude oil futures market and
(2) bridging the existing research gap concerning the most
efective decomposition method for implementing LSTM
models in RV prediction.

Te remainder of this paper is organized as follows.
Section 2 presents a general description of the methods
utilized in the empirical analysis. Section 3 describes the data
and conducts the empirical research. Section 4 concludes.

2. Methods

2.1. Realized Volatility. In this paper, the intraday futures
return is utilized to construct the daily realized volatility:

RV(t) � 􏽘
M

j�1
r
2
t,j, (1)

where M is the sampling frequency and rt,j represents the
j-th intraday return on day t.

2.2. Data Decomposition. Previous studies have shown that
using data decomposition techniques to decompose the
original RV(t) can reduce the impact of noise on RV
prediction. Te data decomposition techniques selected in
this paper are as follows.

2.2.1. Empirical Mode Decomposition (EMD). Te EMD
proposed by Huang et al. [20] divides the original data
into several intrinsic mode functions and a residual
component:

L(t) � 􏽘
n

j�1
IMFj(t) + R(t). (2)

Te EMD decomposition process is as follows: First,
upper and lower envelope lines are determined based on
the extreme points of the original sequence. Ten, their
mean value is calculated to obtain the mean envelope line.
Subtracting the original sequence from this line gives an
intermediate sequence. If the IMF condition is met for
this sequence, an IMF component is obtained; otherwise,
the process is repeated with the intermediate sequence as
the new basis. Tis is done iteratively until all IMF
components are obtained and the EMD decomposition is
complete.

2.2.2. Ensemble Empirical Mode Decomposition (EEMD).
Wu andHuang [21] proposed the EEMD as an improvement
to EMD.Te EEMD involves adding Gaussian white noise to
the original sequence and repeating this step to obtain a set
of new sequences:

Mi(t) � L(t) + εi(t), (3)

where εi(t) is a white noise sequence with mean 0 and
standard deviation εt.

Ten, the EMD decomposition is performed on this set
of new sequences:

Mi(t) � 􏽘
n

j�1
IMFij(t) + Ri(t). (4)

Finally, the corresponding IMFs are averaged to obtain
the EEMD decomposition result:

IMFj �
1
m

􏽘

n

j�1
IMFij(t),

M(t) � 􏽘
n

j�1
IMFj(t) + R(t).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

EEMD leverages the property of white noise with a mean
of zero to mask the inherent signal noise by adding artif-
cially generated noise multiple times, thereby obtaining
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more accurate upper and lower envelope lines. However, the
introduction of white noise also introduces a new issue of
unrecoverable reconstruction errors.

2.2.3. Complete Ensemble Empirical Mode Decomposition
with Adaptive Noise (CEEMDAN). Torres et al. [22] pro-
posed the CEEMDAN, which involves adding white noise to
the residual terms Ri

1(t) each time the IMFi
1(t) component is

obtained as follows:

Ki(t) � L(t) + εi(t),

Ki(t) � IMFi
1(t) + R

i
1(t).

􏼨 (6)

Ten calculate the mean of the frst-order IMF
component:

IMF1 �
1
m

􏽘

n

i�1
IMFi

1. (7)

Remove IMF1 from the original sequence to get a new
sequence N1(t) � L(t) − IMF1, and then N1(t). Te fol-
lowing results are obtained through successive iterations:

N(t) � 􏽘
n

j�1
IMFj(t) + R(t). (8)

2.2.4. Improved CEEMDAN (ICEEMDAN). Colominas et al.
[23] proposed ICEEMDAN to address the issues of residual
noise and spurious modes in CEEMDAN. Te specifc
formula of ICEEMDAN is as follows.

First, a set of white noise is added to the original se-
quence to obtain a new sequence:

Li(t) � L(t) + ρ0E1 εi(t)( 􏼁. (9)

Te new sequence is subjected to EMD decomposition to
obtain the frst set of residuals:

R1(t) � C Li(t)( 􏼁􏼊 􏼋. (10)

We obtain the IMF1(t) � L(t) − R1(t) and then con-
tinue to add white noise and use local mean to obtain the
second set of residuals:

R2(t) � C R1(t) + ρ1E2 εi(t)( 􏼁( 􏼁􏼊 􏼋. (11)

Ten, we obtain the IMF2 � R1(t) − R2(t) and repeat
this process until the n-th set of residuals and the n-th IMF

component are obtained as follows:

Rn(t) � C Rn− 1(t) + ρn− 1En εi(t)( 􏼁( 􏼁􏼊 􏼋,

IMFn(t) � Rn− 1(t) − Rn(t),
􏼨 (12)

where ρn used to remove noise, En(·) denotes the IMFs
component generated by the EMD decomposition, 〈·〉

represents the operation of averaging, and C(·) is the op-
erator of producing the local mean of the original series.

2.2.5. Variational Mode Decomposition (VMD). Te VMD
[24] is a nonrecursive variational mode decomposition
signal analysis method. Te constraints of the variational
problem can be formulated as follows:

min
uk{ }, ωk{ }

􏽘
k

zt δ(t) +
j

πt
􏼒 􏼓∗ uk(t)􏼔 􏼕e

− jωkt

�������

�������

2

2

⎧⎨

⎩

⎫⎬

⎭,

s.t. 􏽘
k

uk � f,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(13)

where uk􏼈 􏼉 � u1, . . . , uk􏼈 􏼉 is the set of all modes and ωk􏼈 􏼉 �

ω1, . . . ,ωk􏼈 􏼉 represents the center frequency sequence. To
get more optimal results, the process could be summarized
as follows:

L uk􏼈 􏼉, ωk􏼈 􏼉, λ( 􏼁 ≔ α􏽘
k

zt δ(t) +
j

πt
􏼒 􏼓∗ uk(t)􏼔 􏼕e

− jωkt

�������

�������

2

2

+ f(t) − 􏽘
k

uk(t)

���������

���������

2

2

+ λ(t), f(t) − 􏽘
k

uk(t)􏼪 􏼫, (14)

where λ(t) is the Lagrange multiplier and α is a quadratic
factor.

Te optimal solution for equation (14) can be obtained
by iteratively updating the modal components and their
corresponding center frequencies using the multiplier al-
ternating direction method. Te optimal solutions for the
modal components and center frequencies are as follows:

uk̂(ω) ≔
􏽢L(ω) − 􏽐i≠k uî(ω) + 􏽢λ(ω)/2

1 + 2α ω − ωk( 􏼁
2 ,

ωk ≔
􏽒

+∞
0 ω uk̂(ω)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2dω

􏽒
+∞
0 uk̂(ω)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
dω

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

Discrete Dynamics in Nature and Society 3

 3059, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1155/2024/8021444 by W

ei Jiang - H
angzhou N

orm
al U

niversity , W
iley O

nline L
ibrary on [11/10/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



2.2.6. Empirical Wavelet Transform (EWT). Te EWT is
a combination of EMD and wavelet transform. According to

Gilles [11], the empirical scale function 􏽢φn(ω) and empirical
wavelet function 􏽢ψn(ω) are defned as follows:

φn̂(ω) �

1, ω| |≤ (1 − c)ωn,

cos
π
2
β

1
2cωn

ω| | − (1 − c)ωn( 􏼁􏼠 􏼡􏼢 􏼣, (1 − c)ωn ≤ ω| |≤ (1 + c)ωn,

0, others,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

ψn̂(ω) �

1, (1 + c)ωn ≤ ω| |≤ (1 − c)ωn+1,

cos
π
2
β

1
2cωn+1

ω| | − (1 − c)ωn+1( 􏼁􏼠 􏼡􏼢 􏼣, (1 − c)ωn+1 ≤ ω| |≤ (1 + c)ωn+1,

sin
π
2
β

1
2cωn

ω| | − (1 − c)ωn( 􏼁􏼠 􏼡􏼢 􏼣, (1 − c)ωn ≤ ω| |≤ (1 + c)ωn,

0, others,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

where ωn represents the midpoint between two adjacent
maxima of Fourier spectrum, c< min (ωn+1 − ωn/
ωn+1 + ωn).

β(x) � x
4 35 − 84x + 70x

2
− 20x

3
􏼐 􏼑,

w
e
L(n, t) � L,ψn􏼊 􏼋 � 􏽤L(ω),ψn(ω)􏼐 􏼑

v
,

w
e
L(0, t) � L,φ1􏼊 􏼋 � 􏽤L(ω), φ1(ω)􏼐 􏼑

v
,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(18)

where β(x) is the conversion function, we
L(n, t) is the detail

function, and we
L(0, t) is the approximation coefcient.

Te empirical mode function is defned as follows:

f0(t) � w
e
L(0, t)∗φ1(t),

fk(t) � w
e
L(k, t)∗ψk(t).

􏼨 (19)

2.3. LSTM Model. Te setting of the cell state and gate
mechanism in the LSTM model makes it easier to reset,
update, and remember long-term information. Te process
of an LSTM unit is shown as follows.

First, the input gate it extracts new information from the
input xt and creates a candidate value 􏽥ct to update the state:

it � σ Wi · ht− 1, xt􏼂 􏼃 + bi( 􏼁,

􏽥ct � tanh Wc · ht− 1, xt􏼂 􏼃 + bc( 􏼁.

⎧⎨

⎩ (20)

Next, the forget gate f flters and retains historical in-
formation that indicates long-term trends, while discarding
noncritical information:

ft � σ Wf · ht− 1, xt􏼂 􏼃 + bf􏼐 􏼑. (21)

Ten, by removing some information from the old cell
and adding the fltered candidate value, the old cell state ct− 1
is updated to the new cell state ct:

ct � f
∗
t ct− 1 + i

∗
t 􏽥ct. (22)

Finally, the output gate ot flters the updated ct and
calculates the fnal output based on the new state and the
output gate state:

ot � σ Wo · ht− 1, xt􏼂 􏼃 + bo( 􏼁,

ht � ot · tanh ct( 􏼁.
􏼨 (23)

2.4. DataDecomposition-LSTMModel. As previously noted,
high-frequency realized volatility (RV) data are subject to
signifcant noise. Using historical RV data directly for
prediction can negatively impact forecast accuracy. How-
ever, decomposing the original RV series can reduce errors
caused by noise and enhance prediction accuracy. Given the
plethora of data decomposition algorithms available, this
study aims to ascertain the optimal algorithm for LSTM-
based RV prediction. To this end, six data decomposition-
LSTM models are built to forecast RV for Chinese crude oil
futures. Te design of the model algorithm is inspired by Lin
et al. [17], and the following steps are outlined in detail:

(1) Using six diferent algorithms, the original RV(t)

series is decomposed into n intrinsic mode function
(IMF) components and a residual term.

(2) To begin, the dataset is divided into three subsets:
a training set, a validation set, and a prediction set.
Te training set data are then used as input for
training the respective LSTM prediction model,
while the validation set data are employed to evaluate
the model’s generalization performance. Finally, the
prediction set data are utilized to generate the pre-
dicted results of 􏽤IMFi(t) and 􏽤R(t).

(3) Te fnal prediction sequence is derived by recon-
structing all the predicted results using

4 Discrete Dynamics in Nature and Society
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􏽤RV(t) � 􏽘
n

i�1

􏽤IMFi(t) + 􏽤R(t), t � X + Y + 1, X + Y + 2, . . . , X + Y + T, (24)

where X corresponds to the length of the training set, Y rep-
resents the length of the validation set, andT indicates the length
of the prediction set.Te fnal prediction sequence is denoted as
􏽤R(t). Te specifc steps are shown in Figure 1.

2.5. Evaluation Criteria. According to the previous research
results, this paper selects the following common loss
functions as evaluation criteria to evaluate the prediction
performance of several models:

MAE � H
− 1

􏽘

H

t�1
⌈RV(t) − 􏽤RV(t)⌉,

MSE � H
− 1

􏽘

H

t�1
(RV(t) − 􏽤RV(t))

2
,

HMAE � H
− 1

􏽘

H

t�1
1 −

􏽤RV(t)

RV(t)
􏼦 􏼧,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(25)

whereH refers to the total length of the predicted sample, RV(t)

represents the ground truth, and 􏽤RV(t) represents the
predicted value.

To obtain more reliable testing results, the MCS test is
utilized to evaluate the out-of-sample predictive ability of
each model. Tis is because relying solely on the loss
function as a criterion for judging model performance may
not be robust, as it cannot provide statistical information
about signifcant diferences in performance.

3. Empirical Results

3.1. Data Analysis. Existing research suggests that 5-
minute high-frequency data can strike a balance be-
tween the demand for high-frequency sampling and re-
ducing micronoise [25]. Terefore, in this paper, we select
the fve-minute high-frequency data of Chinese crude oil
futures from March 26, 2018, to January 31, 2023, to
calculate RV based on equation (1). Te original data are
sourced from the Tushare database.

Table 1 exhibits the descriptive statistics of the RV of
Chinese crude oil futures, and Figure 2 depicts the RV time
series of Chinese crude oil futures.

3.2. Data Decomposition. Te frequency of data de-
composition algorithms in economic and fnancial time
prediction is increasing, but there is no comprehensive
comparative analysis of which decomposition method is the
best in LSTM model prediction. Terefore, before estab-
lishing the LSTM model, this paper chooses six de-
composition methods to decompose the RV series.

In addition, the uniqueness of the VMD algorithm itself
requires the determination of the number of decomposition
layers, denoted as K, before data decomposition. Notably,

setting K too small may result in incomplete decomposition
and mode mixing, while setting it too large may introduce
irrelevant and spurious components. Terefore, the proper
determination of the K value is crucial in the VMD algo-
rithm. In this paper, the central frequency method proposed
by Huang et al. [26] is employed to determine the number K

of modal decomposition.
Table 2 shows the central frequencies of IMFs under

diferent K values. Since the similar frequency of 0.488
stabilizes after K � 9, K is set to 8.

Te original RV is decomposed into several IMF com-
ponents and a res term by six algorithms. As shown in
Figure 3, all IMFs are arranged from high frequency to low
frequency. Each decomposition result in the fgure shows
that China crude oil futures RV does contain a lot of noise.

Furthermore, descriptive statistics were performed on
the subsequence components in this paper, revealing rela-
tively small standard deviations. Additionally, the statistical
signifcance of the Ljung–Box test results at the 1% level
provided confrmation of the sequential correlation among
subsequences across all decomposition methods.

3.3. Model Training. To expedite the training process of the
LSTM, preprocessing of the decomposed data is necessary
prior to LSTM modeling.

To strike a balance between computational efciency and
predictive performance, this study sets the learning rate of
the LSTM model at 0.001 and the batch size (minibatch) at
32. It is worth noting that in-sample testing is vulnerable to
data mining biases as highlighted by some scholars. To
circumvent such biases and ensure robustness, the study
utilizes an out-of-sample prediction approach based on
rolling windows. Tis method enables predictions for all
time points using the most up-to-date data. For evaluating
the predictive performance of the LSTM model, the study
specifcally adopts the rolling time prediction method. In the
empirical section, the subsequence data are divided into
training, validation, and prediction sets in a ratio of 7 : 2 :1.
Subsequently, the training set data are utilized to train the
corresponding LSTM prediction model, and the prediction
results are obtained using the prediction set data.

In this paper, we utilized a conventional LSTM model
confguration as our foundational architecture. However, we
recognize that the selection of model architecture can sig-
nifcantly infuence outcomes in practical applications,
posing a potential limitation of our research.

To mitigate this concern and bolster the robustness and
predictive efcacy of our methodology, future studies will
focus on methodically optimizing our deep learning models.
Insights gleaned from recent advancements, such as those by
Purohit and Panigrahi [27]; Li et al. [28] and so on will guide
us in refning model structures and hyperparameter con-
fgurations. Tis strategic enhancement aims to efectively

Discrete Dynamics in Nature and Society 5
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Original RV series

Data decomposition algorithms

IMF1 IMF2 IMFn Res

LSTM LSTM LSTM LSTM

Forecast 1 Forecast 2 Forecast n Forecast Res

Forecasting results

∑

Figure 1: Flowchart of the data decomposition-LSTM model.

Table 1: Descriptive statistics of RV for China’s crude oil futures1.

Mean Std. dev Skewness Kurtosis JB Q (5)
0.019 0.018 2.016∗∗∗ 6.143 2647.373∗∗∗ 189.848
Note. Tis table reports the descriptive statistics of the realized volatility of Chinese crude oil futures. JB denotes the Jarque–Bera statistic, and its null
hypothesis is that the sequence follows a normal distribution. Q(5) is the Ljung–Box statistic for up to the 5th-order serial correlation. ∗∗∗Rejection of the null
hypothesis at the 10%, 5%, and 1% signifcance levels, respectively. 1Table 1 is reproduced from [9].
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Figure 2: Time series of RV.
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elevate both the performance and generalizability of our
models.

Specifcally, we intend to explore methodologies such as
grid search and Bayesian optimization to systematically fne-
tune critical parameters of the LSTM model, including
hidden unit size, learning rate, and regularization tech-
niques. By doing so, we aim not only to enhance the per-
formance of our model but also to fortify its relevance and

reproducibility across diverse datasets and real-world
applications.

3.4. ForecastingPerformance. To contrast the efectiveness of
the selected data decomposition model in improving LSTM
prediction accuracy of RV, the predictive results are com-
pared and analyzed based on three error evaluation

Table 2: Central frequencies of IMFs under diferent K values2.

K Central frequencies
1 0.000
2 0.001 0.172
3 0.001 0.327 0.448
4 0.001 0.171 0.333 0.448
5 0.001 0.070 0.252 0.347 0.442
6 0.001 0.163 0.287 0.374 0.439 0.489
7 0.001 0.134 0.228 0.325 0.382 0.441 0.488
8 0.000 0.054 0.138 0.228 0.322 0.381 0.440 0.487
9 0.000 0.065 0.131 0.187 0.271 0.332 0.384 0.441 0.488
10 0.000 0.056 0.109 0.166 0.226 0.287 0.336 0.385 0.441 0.488
2Table 2 is reproduced from [9].

×10-3

Figure 3: Decomposition results of RV.
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indicators: MAE, MSE, and HMAE. In addition, three
diferent time windows are used to evaluate the predictive
performance of the model in diferent time ranges: 1-step
ahead (short-term), 5-step ahead (medium-term), and 20-
step ahead (long-term).

In addition to the LSTM model, this paper conducts
a comparative analysis of two widely used econometric
models, namely, the ARIMA model and the HAR model,
which have been commonly employed for RV prediction in
recent years.

Table 3 shows the results of the nine prediction models
across three error evaluation metrics. Te fndings dem-
onstrate that the data-decomposed LSTM model out-
performs the single LSTM model. Moreover, the LSTM
model consistently exhibits lower evaluation metric values
compared to the ARIMA and HAR models, indicating its
superior predictive performance. Notably, the VMD-LSTM
model demonstrates the lowest metric values among the
three models at various lead times, followed by the
EWT-LSTM model, while the EMD-LSTM model performs
worst. Specifcally, at a lead time of 1 step, the VMD-LSTM
model shows a signifcant reduction in MAE, MSE, and
HMAE values by 34.58%, 58.11%, and 46.10%, respectively,
in comparison with the single LSTM model. Similarly, the
EWT-LSTM model achieves a decrease of 31.39%, 55.68%,
and 41.04% in the respective metrics. Tese results em-
phasize the efectiveness of the VMD algorithm in enhancing
LSTM’s predictive accuracy.

Moreover, the EMD-LSTM model, which displayed the
least improvement in predictive performance, demonstrated
reductions of 17.71%, 39.04%, and 32.75% in the respective
loss values. Tese fndings provide compelling evidence for
the substantial enhancement of LSTM’s predictive efcacy
achieved through data decomposition. Tis phenomenon
can be attributed to the direct learning of a unifed repre-
sentation by the LSTM model for time series forecasting,
encompassing both noise and trend components derived
from the observed data. Te amalgamation of these factors
may impede the model’s capacity to capture genuinely
pertinent features, resulting in an ambiguous learning
process and consequent overftting issues that diminish
prediction accuracy.

Table 3 also provides additional noteworthy insights. It
shows that as lead times increase, the improvement in the
predictive performance of all data-decomposed LSTM
models also increases. For example, in comparison with the
single LSTM model, the VMD-LSTM model exhibits de-
creases of 76.75% and 81.42% in MAE values at lead times of
5 steps and 20 steps, respectively. Tese fndings emphasize
the robustness and reliability of the data-decomposed LSTM
model in producing accurate predictions across diverse time
intervals.

Enhancing the clarity of comparing the predictive per-
formance of various decomposition models and furnishing
additional evidence supporting the superior performance of
VMD within data decomposition algorithms, the compar-
ative results of predictions derived from six decomposition
models are illustrated alongside those from a singular LSTM
model in Figure 4. Overall, decomposing the data and using

it as input to the LSTM model signifcantly improves pre-
diction accuracy. Te VMD-LSTM model improves lagging
predictions and peak value predictions signifcantly better
than other models. Tis may be because the VMD considers
the narrowband properties of the components, resulting in
a more focused fltering frequency band and higher signal-
to-noise ratio of the obtained IMFs components. As a result,
the feature information input to the LSTM model is more
sufcient than others.

Te MCS test is selected to further verify whether the
VMD is the best model among the six decomposition
models. Te results are shown in Table 4.

Panel A shows that in the short term, the VMD-LSTM
model possesses the highest p value, followed by the
EWT-LSTM model. It is noteworthy that only the
EWT-LSTM model passed the MCS test solely based on its
MAE value, while the other models failed in all indicators.
Tese results imply that the VMD-LSTM model exhibits
superior performance compared to the other models in the
short term.

Moreover, as illustrated in Panel B and Panel C, the
VMD-LSTM model demonstrates a p value of 1 for all
indicators. Notably, no other models passed the MCS test in
the medium term and long term. Tese fndings suggest that
the VMD algorithm leads to a more substantial enhance-
ment in the LSTM model’s long-term predictive perfor-
mance for RV than the other algorithms.

Since the LSTM models are stochastic, the non-
parametric WSRT is conducted and the results are presented
in Table 5. Table 5 confrms that among the six data
decomposition-LSTM models, the VMD-LSTM model
provides statistically better MAE, MSE, and HMAE than all
other models except the EWT-LSTM model. Compared to
the EWT-LSTM model, the VMD-LSTM model provides
signifcant improvements in HMAE. However, the
EWT-LSTM model provides statistically equivalent MAE
and MSE to the VMD-LSTM model.

Furthermore, the potential applications of the
VMD-LSTM model extend beyond predicting the volatility
of Chinese crude oil futures. Tis versatile approach shows
promise for forecasting various other time series datasets
across diferent domains, such as fnancial indicators like
stock prices, exchange rates, or cryptocurrency prices, as well
as nonfnancial felds, including energy forecasts like solar
power output, electricity demand, or wind power genera-
tion. To apply the VMD-LSTM model to diferent time
series, researchers need to identify relevant input variables of
interest in specifc domains and understand the unique
characteristics and dynamics of new time series data, which
are crucial for efective model adjustment. Tis may involve
tailored preprocessing steps based on the data features and
could potentially necessitate modifcations to the model
architecture to capture diferent patterns and trends.

Te reason the VMD-LSTM model can be used to
forecast time series beyond the realized volatility of Chinese
crude oil futures lies in its multifaceted advantages. First,
VMD (variational mode decomposition) can efectively
decompose complex time series data into several intrinsic
mode functions, making the data’s features more discernible.

8 Discrete Dynamics in Nature and Society
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Table 3: Forecasting evaluation results under three loss functions.

Models MAE MSE HMAE
Panel A: H� 1
LSTM 1.12×10− 2 2.64×10− 4 0.784
LSTM-EMD 9.25×10− 2 1.61× 10− 4 0.527
LSTM-EEMD 9.01× 10− 2 1.51× 10− 4 0.519
LSTM-CEEMDAN 9.25×10− 2 1.61× 10− 4 0.545
LSTM-ICEEMDAN 8.90×10− 2 1.49×10− 4 0.528
LSTM-VMD 7.50×10− 1.10×10−4 0.4 3
LSTM-EWT 7.71× 10− 2 1.17×10− 4 0.462
HAR 1.34×10− 2 4.00×10− 4 1.293
ARIMA 1.16×10− 2 2.38×10− 4 0.644
Panel B: H� 5
LSTM 1.15×10− 2 2.49×10− 4 0.688
LSTM-EMD 7.64×10− 2 1.04×10− 4 0.506
LSTM-EEMD 6.99×10− 2 8.70×10− 5 0.471
LSTM-CEEMDAN 7.82×10− 2 1.07×10− 4 0.544
LSTM-ICEEMDAN 6.65×10− 2 8.16×10− 5 0.444
LSTM-VMD  .66×10− 1.08×10−5 0.140
LSTM-EWT 3.89×10− 2 2.40×10− 5 0.201
HAR 1.34×10− 2 4.02×10− 4 1.286
ARIMA 1.12×10− 2 2.34×10− 4 0.630
Panel C: H� 20
LSTM 1.22×10− 2 2.76×10− 4 0.732
LSTM-EMD 7.56×10− 2 1.01× 10− 4 0.413
LSTM-EEMD 7.15×10− 2 8.58×10− 5 0.385
LSTM-CEEMDAN 7.54×10− 2 1.00×10− 4 0.403
LSTM-ICEEMDAN 6.86×10− 2 8.05×10− 5 0.373
LSTM-VMD  . 6×10− 8. 5×10−6 0.1 6
LSTM-EWT 3.55×10− 2 2.01× 10− 5 0.204
HAR 1.42×10− 2 4.46×10− 4 1.349
ARIMA 1.03×10− 2 2.25×10− 4 0.581
Notes. Numbers in bold imply that the corresponding model has the lowest loss function among all models. H� 1, 5, and 20 represent 1 step ahead, 5 steps
ahead, and 20 steps ahead, respectively.
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Figure 4: Continued.
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Figure 4: Continued.
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Figure 4: Predictive results of diferent decomposition models.

Table 4: Forecasting evaluation results using the MCS test.

Forecasting models
MAE MSE HMAE

Range SeimQ Range SeimQ Range SeimQ
Panel A: H� 1
LSTM 0.001 0.002 0.055 0.021 0.000 0.000
EMD-LSTM 0.025 0.019 0.136 0.050 0.002 0.004
EEMD-LSTM 0.025 0.019 0.136 0.050 0.002 0.004
CEEMDAN-LSTM 0.025 0.019 0.136 0.050 0.000 0.002
ICEEMDAN-LSTM 0.025 0.021 0.136 0.050 0.000 0.002
VMD-LSTM 1.000 1.000 1.000 1.000 1.000 1.000
EWT-LSTM 0.292 0.292 0.150 0.150 0.002 0.004
HAR 0.000 0.000 0.017 0.012 0.000 0.000
ARIMA 0.000 0.000 0.027 0.013 0.000 0.000
Panel A: H� 5
LSTM 0.000 0.000 0.007 0.003 0.000 0.000
EMD-LSTM 0.001 0.000 0.013 0.007 0.000 0.000
EEMD-LSTM 0.000 0.000 0.013 0.006 0.000 0.000
CEEMDAN-LSTM 0.000 0.000 0.013 0.006 0.000 0.000
ICEEMDAN-LSTM 0.001 0.000 0.013 0.007 0.000 0.000
VMD-LSTM 1.000 1.000 1.000 1.000 1.000 1.000
EWT-LSTM 0.001 0.000 0.013 0.007 0.050 0.050
HAR 0.000 0.000 0.013 0.004 0.000 0.000
ARIMA 0.000 0.000 0.006 0.003 0.000 0.000

12 Discrete Dynamics in Nature and Society
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Tis preprocessing method helps the LSTM model better
capture the long-term dependencies and nonlinear dynamic
characteristics within the time series. Second, LSTM, as a deep
learning model suitable for sequence data modeling, can au-
tomatically learn and memorize long-term temporal de-
pendencies during training, thus being suitable for a variety of
time series forecasting tasks. Consequently, the integration of
VMD and LSTMmodels for predicting time series beyond the
realized volatility of Chinese crude oil futures can better handle
the complexity and dynamic characteristics of the data, thereby
improving the accuracy and robustness of forecasts.

4. Conclusions

Tis paper aims to enhance research on the impact of utilizing
data decomposition algorithms to enhance LSTM model
predictions for RV. With limited research regarding RV
forecasting for Chinese crude oil futures, the performance of six
frequently utilized data decomposition algorithms is empiri-
cally compared. Te fndings indicate the following.

First, in the context of RV prediction, the LSTM model
yields superior outcomes compared to traditional econo-
metric models such as ARIMA as well as more recent models
like the widely used HAR. Nonetheless, it is worth noting
that the prediction results of all three models are subject to
signifcant lag efects.

Second, the inclusion of decomposed sequences into the
LSTM prediction model signifcantly improves its forecasting
efcacy on the RV series of Chinese crude oil futures. Tis

highlights the ability of data decomposition to efectively re-
duce noise andmitigate errors caused by noise in the prediction
model. Furthermore, unlike simplistic noise elimination ap-
proaches, data decomposition breaks down the original se-
quence into multiple IMF components and a residual term.
Tis approach not only smooths the noise but also retains the
fundamental market characteristics inherent in the original
fnancial series. Te retention of these features contributes
signifcantly to the enhancement of the prediction accuracy.

Tirdly, among the six frequently utilized decomposition
algorithms listed in this paper, the VMD algorithm exhibits
superior efcacy in enhancing LSTM prediction accuracy and
sustains a consistent efect as the number of forecasting steps
increases. Te EWT algorithm ranks second in terms of efec-
tiveness, while the EMD algorithm shows comparatively inferior
performance. However, it is crucial to note that meticulous
consideration should be given to the selection of the penalty
factor and the number K of modal decomposition for VMD
during practical applications, as these choices can signifcantly
infuence the efcacy of VMD decomposition. Currently, an
optimal parameter combination has not been identifed.

Finally, there are still aspects of this study that requires
further improvement. Although the study has flled the gap
in research on improving the accuracy of LSTM model
predictions of RV by comparing data decomposition algo-
rithms, it only uses a single RV sequence as input data. For
future endeavors aimed at enhancing the accuracy of Chi-
nese crude oil futures RV predictions, we will consider
incorporating additional variables, such as the climate
factors that have received widespread attention recently.

Data Availability

Te data used to support the fndings of this study will be
made available on request.
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Table 4: Continued.

Forecasting models
MAE MSE HMAE

Range SeimQ Range SeimQ Range SeimQ
Panel A: H� 22
LSTM 0.000 0.000 0.004 0.004 0.000 0.000
EMD-LSTM 0.000 0.000 0.004 0.004 0.000 0.002
EEMD-LSTM 0.000 0.000 0.004 0.004 0.000 0.002
CEEMDAN-LSTM 0.000 0.000 0.004 0.004 0.000 0.002
ICEEMDAN-LSTM 0.000 0.000 0.004 0.004 0.000 0.002
VMD-LSTM 1.000 1.000 1.000 1.000 1.000 1.000
EWT-LSTM 0.000 0.000 0.004 0.004 0.000 0.002
HAR 0.000 0.000 0.004 0.004 0.000 0.000
ARIMA 0.000 0.000 0.004 0.004 0.000 0.000
Notes. Te numbers in bold indicate that the corresponding models have best forecasting performance under the MCS criterion. Te numbers with p values
larger than 0.25 are italic. H� 1, 5, 20 represent 1 step ahead, 5 steps ahead, and 20 steps ahead, respectively. Range and SeimQ represent range statistic and
semiquadratic statistic, respectively [29].

Table 5: Wilcoxon signed-rank test results.

MAE MAE HMAE
EMD-LSTM − − −

EEMD-LSTM − − −

CEEMD-LSTM − − −

ICEEMD-LSTM − − −

EWT-LSTM ≈ ≈ −

Notes. Wilcoxon signed-rank test results indicating the worse (− ), better (+),
and equivalent (≈) than the VMD-LSTM model in predicting China crude
oil futures volatility.
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